**Linux2.6 内核的 Initrd 机制解析**

Linux 的 initrd 技术是一个非常普遍使用的机制，linux2.6 内核的 initrd 的文件格式由原来的文件系统镜像文件转变成了 cpio 格式，变化不仅反映在文件格式上， linux 内核对这两种格式的 initrd 的处理有着截然的不同。本文首先介绍了什么是 initrd 技术，然后分别介绍了 Linux2.4 内核和 2.6 内核的 initrd 的处理流程。最后通过对 Linux2.6 内核的 initrd 处理部分代码的分析，使读者可以对 initrd 技术有一个全面的认识。为了更好的阅读本文，要求读者对 Linux 的 VFS 以及 initrd 有一个初步的了解。

**1．什么是 Initrd**

initrd 的英文含义是 boot loader initialized RAM disk，就是由 boot loader 初始化的内存盘。在 linux内核启动前， boot loader 会将存储介质中的 initrd 文件加载到内存，内核启动时会在访问真正的根文件系统前先访问该内存中的 initrd 文件系统。在 boot loader 配置了 initrd 的情况下，内核启动被分成了两个阶段，第一阶段先执行 initrd 文件系统中的"某个文件"，完成加载驱动模块等任务，第二阶段才会执行真正的根文件系统中的 /sbin/init 进程。这里提到的"某个文件"，Linux2.6 内核会同以前版本内核的不同，所以这里暂时使用了"某个文件"这个称呼，后面会详细讲到。第一阶段启动的目的是为第二阶段的启动扫清一切障爱，最主要的是加载根文件系统存储介质的驱动模块。我们知道根文件系统可以存储在包括IDE、SCSI、USB在内的多种介质上，如果将这些设备的驱动都编译进内核，可以想象内核会多么庞大、臃肿。

Initrd 的用途主要有以下四种：

1. linux 发行版的必备部件

linux 发行版必须适应各种不同的硬件架构，将所有的驱动编译进内核是不现实的，initrd 技术是解决该问题的关键技术。Linux 发行版在内核中只编译了基本的硬件驱动，在安装过程中通过检测系统硬件，生成包含安装系统硬件驱动的 initrd，无非是一种即可行又灵活的解决方案。

2. livecd 的必备部件

同 linux 发行版相比，livecd 可能会面对更加复杂的硬件环境，所以也必须使用 initrd。

3. 制作 Linux usb 启动盘必须使用 initrd

usb 设备是启动比较慢的设备，从驱动加载到设备真正可用大概需要几秒钟时间。如果将 usb 驱动编译进内核，内核通常不能成功访问 usb 设备中的文件系统。因为在内核访问 usb 设备时， usb 设备通常没有初始化完毕。所以常规的做法是，在 initrd 中加载 usb 驱动，然后休眠几秒中，等待 usb设备初始化完毕后再挂载 usb 设备中的文件系统。

4. 在 linuxrc 脚本中可以很方便地启用个性化 bootsplash。

**2．Linux2.4内核对 Initrd 的处理流程**

为了使读者清晰的了解Linux2.6内核initrd机制的变化，在重点介绍Linux2.6内核initrd之前，先对linux2.4内核的initrd进行一个简单的介绍。Linux2.4内核的initrd的格式是文件系统镜像文件，本文将其称为image-initrd，以区别后面介绍的linux2.6内核的cpio格式的initrd。 linux2.4内核对initrd的处理流程如下：

1. boot loader把内核以及/dev/initrd的内容加载到内存，/dev/initrd是由boot loader初始化的设备，存储着initrd。

2. 在内核初始化过程中，内核把 /dev/initrd 设备的内容解压缩并拷贝到 /dev/ram0 设备上。

3. 内核以可读写的方式把 /dev/ram0 设备挂载为原始的根文件系统。

4. 如果 /dev/ram0 被指定为真正的根文件系统，那么内核跳至最后一步正常启动。

5. 执行 initrd 上的 /linuxrc 文件，linuxrc 通常是一个脚本文件，负责加载内核访问根文件系统必须的驱动， 以及加载根文件系统。

6. /linuxrc 执行完毕，真正的根文件系统被挂载。

7. 如果真正的根文件系统存在 /initrd 目录，那么 /dev/ram0 将从 / 移动到 /initrd。否则如果 /initrd 目录不存在， /dev/ram0 将被卸载。

8. 在真正的根文件系统上进行正常启动过程 ，执行 /sbin/init。 linux2.4 内核的 initrd 的执行是作为内核启动的一个中间阶段，也就是说 initrd 的 /linuxrc 执行以后，内核会继续执行初始化代码，我们后面会看到这是 linux2.4 内核同 2.6 内核的 initrd 处理流程的一个显著区别。

**3．Linux2.6 内核对 Initrd 的处理流程**

linux2.6 内核支持两种格式的 initrd，一种是前面第 3 部分介绍的 linux2.4 内核那种传统格式的文件系统镜像－image-initrd，它的制作方法同 Linux2.4 内核的 initrd 一样，其核心文件就是 /linuxrc。另外一种格式的 initrd 是 cpio 格式的，这种格式的 initrd 从 linux2.5 起开始引入，使用 cpio 工具生成，其核心文件不再是 /linuxrc，而是 /init，本文将这种 initrd 称为 cpio-initrd。尽管 linux2.6 内核对 cpio-initrd和 image-initrd 这两种格式的 initrd 均支持，但对其处理流程有着显著的区别，下面分别介绍 linux2.6 内核对这两种 initrd 的处理流程。

cpio-initrd 的处理流程

1． boot loader 把内核以及 initrd 文件加载到内存的特定位置。

2． 内核判断initrd的文件格式，如果是cpio格式。

3． 将initrd的内容释放到rootfs中。

4． 执行initrd中的/init文件，执行到这一点，内核的工作全部结束，完全交给/init文件处理。

image-initrd的处理流程

1． boot loader把内核以及initrd文件加载到内存的特定位置。

2． 内核判断initrd的文件格式，如果不是cpio格式，将其作为image-initrd处理。

3． 内核将initrd的内容保存在rootfs下的/initrd.image文件中。

4． 内核将/initrd.image的内容读入/dev/ram0设备中，也就是读入了一个内存盘中。

5． 接着内核以可读写的方式把/dev/ram0设备挂载为原始的根文件系统。

6． 如果/dev/ram0被指定为真正的根文件系统，那么内核跳至最后一步正常启动。

7． 执行initrd上的/linuxrc文件，linuxrc通常是一个脚本文件，负责加载内核访问根文件系统必须的驱动以及加载根文件系统。

8． ***/linuxrc***执行完毕，常规根文件系统被挂载

9． 如果常规根文件系统存在***/initrd***目录，那么***/dev/ram0***将从***/***移动到***/initrd***。否则如果**/initrd**目录不存在， **/dev/ram0**将被卸载。

10． 在常规根文件系统上进行正常启动过程，执行**/sbin/init**。

通过上面的流程介绍可知，Linux2.6内核对image-initrd的处理流程同linux2.4内核相比并没有显著的变化， cpio-initrd的处理流程相比于image-initrd的处理流程却有很大的区别，流程非常简单，在后面的源代码分析中，读者更能体会到处理的简捷。

4．cpio-initrd同image-initrd的区别与优势

没有找到正式的关于cpio-initrd同image-initrd对比的文献，根据笔者的使用体验以及内核代码的分析，总结出如下三方面的区别，这些区别也正是cpio-initrd的优势所在：

**cpio-initrd的制作方法更加简单**

cpio-initrd的制作非常简单，通过两个命令就可以完成整个制作过程

#假设当前目录位于准备好的initrd文件系统的根目录下

bash# find . | cpio -c -o > ../initrd.img

bash# gzip ../initrd.img

而传统initrd的制作过程比较繁琐，需要如下六个步骤

#假设当前目录位于准备好的initrd文件系统的根目录下

bash# dd if=/dev/zero of=../initrd.img bs=512k count=5

bash# mkfs.ext2 -F -m0 ../initrd.img

bash# mount -t ext2 -o loop ../initrd.img /mnt

bash# cp -r \* /mnt

bash# umount /mnt

bash# gzip -9 ../initrd.img

本文不对上面命令的含义作细节的解释，因为本文主要介绍的是linux内核对initrd的处理，对上面命令不理解的读者可以参考相关文档。

**cpio-initrd的内核处理流程更加简化**

通过上面initrd处理流程的介绍，cpio-initrd的处理流程显得格外简单，通过对比可知cpio-initrd的处理流程在如下两个方面得到了简化：

1． cpio-initrd并没有使用额外的ramdisk,而是将其内容输入到rootfs中，其实rootfs本身也是一个基于内存的文件系统。这样就省掉了ramdisk的挂载、卸载等步骤。

2． cpio-initrd启动完**/init**进程，内核的任务就结束了，剩下的工作完全交给**/init**处理；而对于image-initrd，内核在执行完**/linuxrc**进程后，还要进行一些收尾工作，并且要负责执行真正的根文件系统的**/sbin/init**。通过图1可以更加清晰的看出处理流程的区别：

图1内核对cpio-initrd和image-initrd处理流程示意图
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cpio-initrd的职责更加重要

如图1所示，cpio-initrd不再象image-initrd那样作为linux内核启动的一个中间步骤，而是作为内核启动的终点，内核将控制权交给cpio-initrd的/init文件后，内核的任务就结束了，所以在/init文件中，我们可以做更多的工作，而不比担心同内核后续处理的衔接问题。当然目前linux发行版的cpio-initrd的/init文件的内容还没有本质的改变，但是相信initrd职责的增加一定是一个趋势。

5．linux2.6内核initrd处理的源代码分析

上面简要介绍了Linux2.4内核和2.6内核的initrd的处理流程，为了使读者对于Linux2.6内核的initrd的处理有一个更加深入的认识，下面将对Linuxe2.6内核初始化部分同initrd密切相关的代码给予一个比较细致的分析，为了讲述方便，进一步明确几个代码分析中使用的概念：

rootfs: 一个基于内存的文件系统，是linux在初始化时加载的第一个文件系统,关于它的进一步介绍可以参考文献[4]。

initramfs: initramfs同本文的主题关系不是很大，但是代码中涉及到了initramfs，为了更好的理解代码，这里对其进行简单的介绍。Initramfs是在 kernel 2.5中引入的技术，实际上它的含义就是：在内核镜像中附加一个cpio包，这个cpio包中包含了一个小型的文件系统，当内核启动时，内核将这个cpio包解开，并且将其中包含的文件系统释放到rootfs中，内核中的一部分初始化代码会放到这个文件系统中，作为用户层进程来执行。这样带来的明显的好处是精简了内核的初始化代码，而且使得内核的初始化过程更容易定制。Linux 2.6.12内核的 initramfs还没有什么实质性的东西，一个包含完整功能的initramfs的实现可能还需要一个缓慢的过程。对于initramfs的进一步了解可以参考文献[1][2][3]。

cpio-initrd: 前面已经定义过，指linux2.6内核使用的cpio格式的initrd。

image-initrd: 前面已经定义过，专指传统的文件镜像格式的initrd。

realfs: 用户最终使用的真正的文件系统。

内核的初始化代码位于 init/main.c 中的 static int init(void \* unused)函数中。同initrd的处理相关部分函数调用层次如下图，笔者按照这个层次对每一个函数都给予了比较详细的分析，为了更好的说明，下面列出的代码中删除了同本文主题不相关的部分：

图2 initrd相关代码的调用层次关系图

![C:\Documents and Settings\husq-4668\Local Settings\Temporary Internet Files\Content.Word\image002[1].gif](data:image/gif;base64,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)

init函数是内核所有初始化代码的入口，代码如下，其中只保留了同initrd相关部分的代码。

static int init(void \* unused){

[1] populate\_rootfs();

[2] if (sys\_access((const char \_\_user \*) "/init", 0) == 0)

execute\_command = "/init";

else

prepare\_namespace();

[3] if (sys\_open((const char \_\_user \*) "/dev/console", O\_RDWR, 0) < 0)

printk(KERN\_WARNING "Warning: unable to open an initial console.\n");

(void) sys\_dup(0);

(void) sys\_dup(0);

[4] if (execute\_command)

run\_init\_process(execute\_command);

run\_init\_process("/sbin/init");

run\_init\_process("/etc/init");

run\_init\_process("/bin/init");

run\_init\_process("/bin/sh");

panic("No init found. Try passing init= option to kernel.");

}

代码[1]：populate\_rootfs函数负责加载initramfs和cpio-initrd，对于populate\_rootfs函数的细节后面会讲到。

代码[2]：如果rootfs的根目录下中包含/init进程，则赋予execute\_command,在init函数的末尾会被执行。否则执行prepare\_namespace函数，initrd是在该函数中被加载的。

代码[3]：将控制台设置为标准输入，后续的两个sys\_dup(0),则复制标准输入为标准输出和标准错误输出。

代码[4]：如果rootfs中存在init进程，就将后续的处理工作交给该init进程。其实这段代码的含义是如果加载了cpio-initrd则交给cpio-initrd中的/init处理，否则会执行realfs中的init。读者可能会问：如果加载了cpio-initrd, 那么realfs中的init进程不是没有机会运行了吗？确实，如果加载了cpio-initrd,那么内核就不负责执行realfs的init进程了，而是将这个执行任务交给了cpio-initrd的init进程。解开fedora core4的initrd文件，会发现根目录的下的init文件是一个脚本，在该脚本的最后一行有这样一段代码：

………..

switchroot --movedev /sysroot

就是switchroot语句负责加载realfs,以及执行realfs的init进程。

对cpio-initrd的处理

对cpio-initrd的处理位于populate\_rootfs函数中。

void \_\_init populate\_rootfs(void){

[1] char \*err = unpack\_to\_rootfs(\_\_initramfs\_start,

\_\_initramfs\_end - \_\_initramfs\_start, 0);

[2] if (initrd\_start) {

[3] err = unpack\_to\_rootfs((char \*)initrd\_start,

initrd\_end - initrd\_start, 1);

[4] if (!err) {

printk(" it is\n");

unpack\_to\_rootfs((char \*)initrd\_start,

initrd\_end - initrd\_start, 0);

free\_initrd\_mem(initrd\_start, initrd\_end);

return;

}

[5] fd = sys\_open("/initrd.image", O\_WRONLY|O\_CREAT, 700);

if (fd >= 0) {

sys\_write(fd, (char \*)initrd\_start,

initrd\_end - initrd\_start);

sys\_close(fd);

free\_initrd\_mem(initrd\_start, initrd\_end);

}

}

代码[1]：加载initramfs， initramfs位于地址\_\_initramfs\_start处，是内核在编译过程中生成的，initramfs的是作为内核的一部分而存在的，不是 boot loader加载的。前面提到了现在initramfs没有任何实质内容。

代码[2]：判断是否加载了initrd。无论哪种格式的initrd，都会被boot loader加载到地址initrd\_start处。

代码[3]：判断加载的是不是cpio-initrd。实际上 unpack\_to\_rootfs有两个功能一个是释放cpio包，另一个就是判断是不是cpio包， 这是通过最后一个参数来区分的， 0：释放 1：查看。

代码[4]：如果是cpio-initrd则将其内容释放出来到rootfs中。

代码[5]：如果不是cpio-initrd,则认为是一个image-initrd，将其内容保存到/initrd.image中。在后面的image-initrd的处理代码中会读取/initrd.image。

对image-initrd的处理 在prepare\_namespace函数里，包含了对image-initrd进行处理的代码，相关代码如下：

void \_\_init prepare\_namespace(void){

[1] if (initrd\_load())

goto out;

out:

umount\_devfs("/dev");

[2] sys\_mount(".", "/", NULL, MS\_MOVE, NULL);

sys\_chroot(".");

security\_sb\_post\_mountroot();

mount\_devfs\_fs ();

}

代码[1]：执行initrd\_load函数，将initrd载入，如果载入成功的话initrd\_load函数会将realfs的根设置为当前目录。

代码[2]：将当前目录即realfs的根mount为Linux VFS的根。initrd\_load函数执行完后，将真正的文件系统的根设置为当前目录。

initrd\_load函数负责载入image-initrd，代码如下：

int \_\_init initrd\_load(void)

{

[1] if (mount\_initrd) {

create\_dev("/dev/ram", Root\_RAM0, NULL);

[2] if (rd\_load\_image("/initrd.image") && ROOT\_DEV != Root\_RAM0) {

sys\_unlink("/initrd.image");

handle\_initrd();

return 1;

}

}

sys\_unlink("/initrd.image");

return 0;

}

代码[1]：如果加载initrd则建立一个ram0设备 /dev/ram。

代码[2]：/initrd.image文件保存的就是image-initrd，rd\_load\_image函数执行具体的加载操作，将image-initrd的文件内容释放到ram0里。判断ROOT\_DEV!=Root\_RAM0的含义是，如果你在grub或者lilo里配置了 root=/dev/ram0 ,则实际上真正的根设备就是initrd了，所以就不把它作为initrd处理 ，而是作为realfs处理。

handle\_initrd()函数负责对initrd进行具体的处理，代码如下：

static void \_\_init handle\_initrd(void){

[1] real\_root\_dev = new\_encode\_dev(ROOT\_DEV);

[2] create\_dev("/dev/root.old", Root\_RAM0, NULL);

mount\_block\_root("/dev/root.old", root\_mountflags & ~MS\_RDONLY);

[3] sys\_mkdir("/old", 0700);

root\_fd = sys\_open("/", 0, 0);

old\_fd = sys\_open("/old", 0, 0);

/\* move initrd over / and chdir/chroot in initrd root \*/

[4] sys\_chdir("/root");

sys\_mount(".", "/", NULL, MS\_MOVE, NULL);

sys\_chroot(".");

mount\_devfs\_fs ();

[5] pid = kernel\_thread(do\_linuxrc, "/linuxrc", SIGCHLD);

if (pid > 0) {

while (pid != sys\_wait4(-1, &i, 0, NULL))

yield();

}

/\* move initrd to rootfs' /old \*/

sys\_fchdir(old\_fd);

sys\_mount("/", ".", NULL, MS\_MOVE, NULL);

/\* switch root and cwd back to / of rootfs \*/

[6] sys\_fchdir(root\_fd);

sys\_chroot(".");

sys\_close(old\_fd);

sys\_close(root\_fd);

umount\_devfs("/old/dev");

[7] if (new\_decode\_dev(real\_root\_dev) == Root\_RAM0) {

sys\_chdir("/old");

return;

}

[8] ROOT\_DEV = new\_decode\_dev(real\_root\_dev);

mount\_root();

[9] printk(KERN\_NOTICE "Trying to move old root to /initrd ... ");

error = sys\_mount("/old", "/root/initrd", NULL, MS\_MOVE, NULL);

if (!error)

printk("okay\n");

else {

int fd = sys\_open("/dev/root.old", O\_RDWR, 0);

printk("failed\n");

printk(KERN\_NOTICE "Unmounting old root\n");

sys\_umount("/old", MNT\_DETACH);

printk(KERN\_NOTICE "Trying to free ramdisk memory ... ");

if (fd < 0) {

error = fd;

} else {

error = sys\_ioctl(fd, BLKFLSBUF, 0);

sys\_close(fd);

}

printk(!error ? "okay\n" : "failed\n");

}

handle\_initrd函数的主要功能是执行initrd的linuxrc文件，并且将realfs的根目录设置为当前目录。

代码[1]：real\_root\_dev，是一个全局变量保存的是realfs的设备号。

代码[2]：调用mount\_block\_root函数将initrd文件系统挂载到了VFS的/root下。

代码[3]：提取rootfs的根的文件描述符并将其保存到root\_fd。它的作用就是为了在chroot到initrd的文件系统，处理完initrd之后要，还能够返回rootfs。返回的代码参考代码[7]。

代码[4]：chroot进入initrd的文件系统。前面initrd已挂载到了rootfs的/root目录。

代码[5]：执行initrd的linuxrc文件，等待其结束。

代码[6]：initrd处理完之后，重新chroot进入rootfs。

代码[7]：如果real\_root\_dev在 linuxrc中重新设成Root\_RAM0，则initrd就是最终的realfs了，改变当前目录到initrd中，不作后续处理直接返回。

代码[8]：在linuxrc执行完后，realfs设备已经确定，调用mount\_root函数将realfs挂载到root\_fs的 /root目录下，并将当前目录设置为/root。

代码[9]：后面的代码主要是做一些收尾的工作，将initrd的内存盘释放。

到此代码分析完毕。

**6．结束语**

通过本文前半部分对cpio-initrd和imag-initrd的阐述与对比以及后半部分的代码分析，我相信读者对Linux 2.6内核的initrd技术有了一个较为全面的了解。在本文的最后，给出两点最重要的结论：

1． 尽管Linux2.6既支持cpio-initrd，也支持image-initrd，但是cpio-initrd有着更大的优势，在使用中我们应该优先考虑使用cpio格式的initrd。

2． cpio-initrd相对于image-initrd承担了更多的初始化责任，这种变化也可以看作是内核代码的用户层化的一种体现，我们在其它的诸如FUSE等项目中也看到了将内核功能扩展到用户层实现的尝试。精简内核代码，将部分功能移植到用户层必然是linux内核发展的一个趋势。

**参考资料**

从下面三篇文章中，可以获得更多的关于initramfs的知识：

[1]http://tree.celinuxforum.org/pubwiki/moin.cgi/EarlyUserSpace

[2]http://lwn.net/Articles/14776/

[3]http://www.ussg.iu.edu/hypermail/linux/kernel/0211.0/0341.html

从下面这篇文章中读者可以了解到关于linux VSF、rootfs的相关知识：

[4] http://www.ibm.com/developerworks/cn/linux/l-vfs/

下面是一些initrd的参考资料：

[5] http://www.die.net/doc/linux/man/man4/initrd.4.html